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#### Abstract

Using closed-time-path two-particle irreducible coarse-grained effective action (CTP 2PI CGEA) techniques, we study the response of an open interacting electronic system to time-dependent external electromagnetic fields. We show that the CTP 2PI CGEA is invariant under a simultaneous gauge transformation of the external field and the full Schwinger-Keldysh propagator, and that this property holds even when the loop expansion of the CTP 2PI CGEA is truncated at arbitrary order. The effective action approach provides a systematic way of calculating the propagator and response functions of the system, via the Schwinger-Dyson equation and the Bethe-Salpeter equations, respectively. We show that, due to the invariance of the CTP 2PI CGEA under external gauge transformations, the response functions calculated from it satisfy the Ward-Takahashi hierarchy, thus warranting the conservation of the electronic current beyond the expectation value level. We also clarify the connection between nonlinear response theory and the WT hierarchy, and discuss an example of an ad hoc approximation that violates it. These findings may be useful in the study of current fluctuations in correlated electronic pumping devices.


## 1. Introduction

In this paper, we are interested in the response of an open electronic system to time-dependent external electromagnetic fields. Although our analysis is quite general and can be applied to a variety of condensed matter systems, we have in mind a system of strongly interacting electrons subjected to external driving fields and in contact with two ideal reservoirs of non-interacting electrons. This could be a picture of the so-called interacting electron pumping devices, which are currently attracting much interest both experimentally and theoretically [1]. In these devices, a direct current can be generated by applying slowly oscillating external fields to the central electrons, even in the absence of a bias voltage difference between reservoirs. These are very interesting systems to study from the theoretical point of view, since they represent a unique and challenging combination of strongly correlated particles and quantum transport, and for which the study of current conservation beyond the expectation value level is nontrivial. A typical situation where one needs to go beyond the expectation value of the current is when dealing
with current fluctuations. It is with these applications in mind that the following considerations were developed.

The main purpose of this work is to determine the basic requirements that a field-theoretical approach to open driven systems must satisfy in order to produce currentconserving results (in the sense of the WT hierarchy developed in section 2) in transport calculations going beyond linear response. Another aim we have in mind is to clarify the close relation that exists between current conservation and response theory, especially in the nonlinear regime. In order to analyse these issues, we combine the so-called external gauge invariance method with the closed-time-path 2PI coarsegrained effective action (CTP 2PI CGEA), suitable for the description of strongly interacting quantum open systems both in and out of equilibrium [2-6].

The area of non-equilibrium physics in interacting systems is gaining increasing interest nowadays, particularly timedependent quantum transport in correlated systems [7-11]. The so-called time propagation method [7] constitutes a significant advance in this area. It consists in first determining the (interacting) equilibrium Green function and
then propagating it by using the Kadanoff-Baym equations. This is equivalent $[7,8]$ to solving the Bethe-Salpeter equation for the particle-hole propagator (which is related to the first-order response function of the system), but numerically much less expensive. This is a powerful method in which external fields are treated exactly to all orders while many-body interactions are treated perturbatively. In this paper, we adopt another method to study non-equilibrium transport through correlated systems, in which both the external fields and the many-body interactions are treated perturbatively. Since it is based on an expansion of the Green function in powers of the external fields, it is only valid for weak external fields. On the other hand, it allows us to focus on current conservation beyond the expectation value level (i.e. conservation of current fluctuations). In this aspect the present work goes beyond previous analyses such as those described in [7-11].

This paper is organized as follows. In section 2 we present the Ward-Takahashi (WT) hierarchy, which is the most general form of current conservation beyond the expectation value level for a system driven by external fields. We discuss two possible ways (based on effective action techniques) of generating approximations to the non-equilibrium many-body problem that satisfy the WT hierarchy. One of such methods, relying on the external gauge invariance of the effective action, is used throughout the paper. In section 3 we introduce the 2PI CGEA of the system, closely following [2]. In section 4 we prove that the exact and truncated effective actions are external gauge-invariant. Using these theoretical tools, we show in section 5 that for any approximation to the Schwinger-Dyson equation (obtained from a truncation of the loop expansion of the 2PI CGEA) there exists a corresponding approximation to the Bethe-Salpeter equations (which give the vertex functions), such that the WT hierarchy holds. The WT identities are systematically obtained from the external gauge symmetry of the 2PI CGEA. In this section we also clarify the relation between the WT hierarchy and current-conserving nonlinear response theory. In section 6 we show, using a simple example, how ad hoc approximations to the 2PI CGEA (not resulting from a truncation of its loop expansion) violate the WT hierarchy. A brief summary is given in section 7 .

## 2. Ward-Takahashi hierarchy and current conservation

In many-particle systems, and particularly in quantum transport theories, $n$-point vertex functions play a fundamental role, since they represent generalized currents which satisfy the hierarchy of Ward-Takahashi identities [12]. This hierarchy is satisfied to all orders in the exact theory, thus guaranteeing local gauge invariance and the conservation of the associated charges.

There are two equivalent ways of obtaining the WT identities. The first one, due to Rivier and Pelka [12] (see also [13]), relies on the equation of motion of the $n$-particle Green's function (GF). In the second one, due to Kadanoff and Baym [14, 15], the two-point GF is expanded in powers of a fictitious non-local external field (for a recent development see [10]). To zeroth order in the expansion, the classical
continuity equation is recovered (i.e. the mean current is divergenceless); to first order in the external field, the usual WT identity relating the three-point vertex to the two-point propagator is obtained. Higher-order terms in the expansion reproduce the hierarchy of WT identities obtained by the first method. We note that the second approach is not directly related to Baym's $\Phi$-derivable approximation [2, 14, 16], because in principle no approximation is involved. It is just an equivalent way of deriving the WT hierarchy which is based on a functional approach and not on the equations of motion for the propagators.

In its most general form, the generalized continuity equation (WT hierarchy) can be written as (we use the simplified notation $1=\left(t_{1}, \mathbf{r}_{1}\right)$ and employ SchwingerKeldysh non-equilibrium formalism [2-5, 17-20]):

$$
\begin{align*}
\partial_{\mu}^{z} & \Lambda_{(n)}^{\mu}\left(1 \cdots n, 1^{\prime} \cdots n^{\prime} ; z\right) \\
= & \mathrm{i}^{n} e\left\{-\delta\left(z-n^{\prime}\right) G_{n}\left(1 \cdots n, 1^{\prime} \cdots\left(n-1^{\prime}\right) z\right)+\cdots\right. \\
& +(-1)^{n} \delta\left(z-1^{\prime}\right) G_{n}\left(1 \cdots n, 2^{\prime} \cdots z\right)+\cdots \\
& +\delta(z-n) G_{n}\left(1 \cdots(n-1) z, 1^{\prime} \cdots n^{\prime}\right)-\cdots \\
& \left.\quad-(-1)^{n} \delta(z-1) G_{n}\left(2 \cdots z, 1^{\prime} \cdots n^{\prime}\right)\right\} \tag{1}
\end{align*}
$$

where

$$
\begin{align*}
& \Lambda_{(n)}^{\mu}\left(12 \cdots n, 1^{\prime} 2^{\prime} \cdots n^{\prime} ; z\right)= \\
& \quad\left\langle T_{\mathrm{c}} j^{\mu}(z) \psi(1) \psi(2) \cdots \psi(n) \psi^{\dagger}\left(n^{\prime}\right) \cdots \psi^{\dagger}\left(2^{\prime}\right) \psi^{\dagger}\left(1^{\prime}\right)\right\rangle \tag{2}
\end{align*}
$$

is the $(n+1)$-point vertex function with current insertion at $z=\left(t_{z}, \mathbf{r}_{\mathbf{z}}\right):$

$$
\begin{align*}
& j^{\mu}(z)=-e \lim _{z^{\prime} \rightarrow z} D^{\mu}\left(z, z^{\prime}\right) \psi^{\dagger}\left(z^{\prime}\right) \psi(z) ; \\
& D^{i}\left(z, z^{\prime}\right)=(2 \mathrm{i})^{-1}\left(\nabla_{z}^{i}-\nabla_{z^{\prime}}^{i}\right) \quad \mu=i=1,2,3, \\
& D^{0}\left(z, z^{\prime}\right)=1 \quad \mu=0 \tag{3}
\end{align*}
$$

and $G_{n}$ are real-time propagators defined as usual:

$$
\begin{align*}
& G_{n}\left(1 \cdots n, 1^{\prime} \cdots n^{\prime}\right) \\
& \quad=\mathrm{i}^{-(n)}\left\langle T_{\mathrm{c}} \psi(1) \cdots \psi(n) \psi^{\dagger}\left(n^{\prime}\right) \cdots \psi^{\dagger}\left(1^{\prime}\right)\right\rangle . \tag{4}
\end{align*}
$$

Note that $\Lambda_{(n=0)}^{\mu}(z)=\left\langle j^{\mu}(z)\right\rangle$ and that

$$
\begin{equation*}
D^{i}\left(z, z^{\prime}\right)[A]=-\mathrm{i}\left\{\nabla_{z}^{i}-\nabla_{z^{\prime}}^{i}-\mathrm{i} e\left[A^{i}(z)+A^{i}\left(z^{\prime}\right)\right]\right\} / 2 \tag{5}
\end{equation*}
$$

in the presence of external fields.
In equations (2) and (4), $T_{\mathrm{c}}$ is the closed-time-path time ordering operator, $\psi$ and $\psi^{\dagger}$ are field operators in the Heisenberg representation, and $\langle\cdots\rangle$ stands for an average taken with respect to the density matrix of the system in the remote past. The classical continuity equation and the usual WT identity [21] correspond to the cases $n=0$ and $n=1$ of equation (1), respectively:

$$
\begin{equation*}
\partial_{\mu}^{z}\left\langle j^{\mu}(z)\right\rangle=0 \tag{6}
\end{equation*}
$$

and

$$
\begin{equation*}
\partial_{\mu}^{z} \Lambda_{(1)}^{\mu}\left(1,1^{\prime} ; z\right)=\mathrm{i} e\left[-\delta\left(z, 1^{\prime}\right) G(1, z)+\delta(z, 1) G\left(z, 1^{\prime}\right)\right] \tag{7}
\end{equation*}
$$

$G\left(1,1^{\prime}\right)$ being the single-particle propagator.
As already mentioned, in the exact theory equation (1) holds for arbitrary $n$. The hierarchy of $n$-particle propagators
take into account that field excitations can be created and annihilated in the second-quantization formalism, thus acting as source terms for the generalized currents represented by the vertex functions. In other words, in the exact theory, particle number is strongly conserved, not only in the mean. This fact has an important consequence in quantum transport theories based on response theory to an external field, which is the main subject of this work. For a many-particle system in the presence of an external field, the hierarchy for the exact propagators implies that the current, as defined by equation (3), is conserved to all orders in the external perturbation, with linear response theory corresponding to the special case $n=1$.

It is impossible, in general, to obtain the propagators of an interacting field theory exactly and some approximations must be made. In the weak-coupling regime, no conflict arises between conservation laws and perturbative expansions based on Feynman diagrams, because conserved quantities are conserved order by order in the expansion ${ }^{1}$. On the other hand, for a strong coupled theory re-summation concepts are usually needed $[2,16]$, and warranting conservation laws then becomes a nontrivial issue. Symmetries satisfied at the exact level may not be satisfied by approximate propagators, thereby violating (generalized) current conservation dictated by the hierarchy in equation (1).

A systematic way of generating conserving approximations (at the classical level, i.e. $n=0$ ) was given by Baym [14] and corresponds to his well-known $\Phi$-derivable scheme. The self-energy is obtained from a functional $\Phi$ consisting of an infinite series of two-particle irreducible (2PI) closed diagrams, constructed from full propagators and bare vertices [16]. The solutions obtained from truncating the $\Phi$ functional are such that, if $\Phi$ is invariant under a simultaneous symmetry transformation of the classical field and propagator, the expectation values of the respective Noether currents are conserved [2, 14, 23]. We emphasize that this situation corresponds to the case $n=0$ of the WT hierarchy, given by equation (6). Therefore, the conservation of generalized currents encoded in the WT hierarchy is not automatically warranted in this approach. Moreover, in certain situations (e.g. in theories exhibiting spontaneous symmetry breaking) the hierarchy is already violated at the level of the self-energy (corresponding to $n=1$ ) which does not satisfy the Nambu-Goldstone theorem [2, 24, 25]. The reason is simple: the $n$-point functions obtained by functional differentiation in a $\Phi$-derivable approximation may not be equal to the one-particle irreducible [2] (1PI) functions that satisfy the WT hierarchy.

To our knowledge, there are two possible approaches to overcome this problem present in $\Phi$-derivable approaches ${ }^{2}$.

[^0]In the one put forward by van Hees and Knoll [24], a non-perturbative approximation for the 1PI quantum effective action is obtained on top of a self-consistent solution to Schwinger-Dyson equations (SDE) derived from the truncated 2PI effective action. The vertex functions obtained in the usual way from this 1PI effective action fulfil the WT identities. The extra terms not accounted for in the $\Phi$ derivable approximation and required to satisfy the identities are encoded in a Bethe-Salpeter equation (BSE) and higher vertex equations (see [27] for a calculation of conductivity in QED). The second approach [28, 29] is based on the concept of external gauge invariance and provides a systematic way of generating consistent SDE and BSEs that automatically satisfy WT identities. Most importantly in the context of transport theories of strongly interacting systems, the derivation of the SDE and the BSEs can be done, in principle, to any order in the external field coupled to the system. Therefore, the latter is especially suited for the study of response theory beyond first order and its relation to current conservation beyond the expectation value level, and will be employed here.

## 3. CTP 2PI coarse-grained effective action

In this section, we introduce the closed-time-path 2PI effective action $[2-6,19]$ for a specific fermionic system open to an environment. A detailed presentation of effective action techniques and the CTP formalism can be found in [2].

The system we are interested in consists of a central region with interacting electrons described by fields $\left(\psi^{\dagger}, \psi\right)$ and coupled to an external field. This central region is connected to two ideal reservoirs of non-interacting electrons described by fields ( $\phi_{\alpha}^{\dagger}, \phi_{\alpha}$ ), with $\alpha=(\mathrm{L}, \mathrm{R})$ denoting the left or right reservoir. The reservoirs are assumed to remain in equilibrium at all times.

The CTP classical action of the system is $S[\bar{\psi}, \psi, \bar{\phi}, \phi]=$ $S_{\psi}+S_{\phi}+S_{\mathrm{c}}$, with

$$
\begin{gather*}
S_{\psi}=c_{A B} \bar{\psi}^{A} C_{A B}^{-1} \psi^{B}+S_{\text {int }}[\bar{\psi}, \psi] \\
S_{\phi}=c_{A B} \bar{\phi}^{A} B_{A B}^{-1} \phi^{B} \quad S_{\mathrm{c}}=c_{A B} \bar{\psi}^{A} T_{A B} \phi^{B}+\text { h.c. } \tag{8}
\end{gather*}
$$

where

$$
\begin{equation*}
S_{\mathrm{int}}[\bar{\psi}, \psi]=\frac{1}{24} U_{A B C D} \bar{\psi}^{A} \psi^{B} \bar{\psi}^{C} \psi^{D} \tag{9}
\end{equation*}
$$

$U_{A B C D}$ being the completely antisymmetrized bare interaction local vertex. For the moment, we shall not specify the structure of the four-fermion vertex $U_{A B C D}$ since its precise form will not be needed until section 6. $T_{A B}$ is a local coupling parameter between the central region and the reservoirs.

We are using a DeWitt notation [2, 30] with $A=(x, a)$, $x=\left(t_{x}, r_{x}, \sigma\right)$ and $a=(1,2)[$ or $(+,-)]$ being CTP indices indicating the branch within the closed-time contour. For the fields describing electrons inside the reservoirs, an additional index $\alpha$ must be included in the CTP indices $(A, B)$, but for simplicity we leave it implicit. Repeated indices are assumed to be integrated or summed. $(\bar{\psi}, \psi)$ and $(\bar{\phi}, \phi)$ are Grassmann variables and $c_{a b}$ is a CTP metric $c_{a b}=\operatorname{diag}(1,-1)$, while $c_{A B}=c_{a b} \delta\left(x_{A}, x_{B}\right) . \quad C_{A B}$ and $B_{A B}$ are the free CTP
propagators corresponding to $S_{\psi}$ and $S_{\phi}$. They satisfy (we set $\hbar, m, c=1$ in what follows)

$$
\begin{align*}
& c_{A B} \square B_{B C}=\mathrm{i} \delta_{A}^{C} \\
& c_{A B} \tilde{\square} C_{B C}=\mathrm{i} \delta_{A}^{C} \tag{10}
\end{align*}
$$

where $\square(1)=\mathrm{i} \partial_{t_{1}}-h_{0}(1)$ while $\tilde{\square}(1)=\mathrm{i} \partial_{t_{1}}-\tilde{h}_{0}(1), h_{0}$ and $\tilde{h}_{0}$ being single-particle Hamiltonians corresponding to the reservoirs and the central region, respectively. Explicitly, they are

$$
\begin{gather*}
h_{0}(1)=-\frac{1}{2} \nabla_{1}^{2} \quad \text { and }  \tag{11}\\
\tilde{h}_{0}(1)=\frac{1}{2}\left[-\mathrm{i} \nabla_{1}+e A_{i}(1)\right]^{2}+e A_{0}(1)
\end{gather*}
$$

where $A_{\mu}(z)$ is the external classical field and $i=(1,2,3)$. Note that it is not necessary to add CTP indices to the external field, since this is a physical source, and in any case we would obtain $A_{\mu, 1}=A_{\mu, 2}$. It is important to remark that, since $A_{\mu}$ is external, it is not treated as a dynamical field.

From the classical action of equation (8), we form the CTP generating functional $Z_{\text {CTP }}$ with local and bi-local external sources $J_{A}$ and $K_{A B}$, respectively. Since we are interested in the dynamics inside the central region coupled to reservoirs, only the fields ( $\bar{\psi}, \psi$ ) describing the 'system' will be coupled to the external sources. $Z_{\text {CTP }}$ contains all the information about the non-equilibrium many-body system since all closed-time path correlators can be calculated from it [2]. When written as a path integral over field configurations it is

$$
\begin{align*}
& Z_{\mathrm{CTP}}[J, K]=\int[D \bar{\phi}][D \phi][D \bar{\psi}][D \psi] \operatorname{expi}(S[\bar{\psi}, \psi, \bar{\phi}, \phi] \\
& \left.\quad+\bar{J}_{A} \psi^{A}+\bar{\psi}^{A} J_{A}+\frac{1}{2} K_{A B} \bar{\psi}^{A} \psi^{B}\right) \tag{12}
\end{align*}
$$

where $\left(\bar{J}_{A}, J_{A}\right)$ and $K_{A B}$ are fermionic and bosonic sources, respectively. The measure corresponding to each field, for example $\psi$, actually stands for $\left[D \psi_{\mathrm{a}}\right.$ ] with $a=(1,2)$ the branch index. The CTP boundary condition of the path integral giving $Z_{\text {CTP }}$, namely the continuity of field histories in the remote future, is implicit. We assume that the initial state is prepared in the remote past, corresponding to the invacuum [2, 3]. Note that $\left(\bar{J}_{A}, J_{\underline{A}}\right)$ act as Lagrange multipliers constraining the deviations of ( $\bar{\psi}, \psi$ ) from their mean values, while $K_{A B}$ constrains their fluctuations [5]. This is the main idea behind $n \mathrm{PI}$ effective action techniques, namely to treat $1 \cdots n$-point correlators on the same footing [2, 5, 26]. By using the 2PI CGEA, only the one-and two-point correlators are treated as dynamical variables and therefore obtained variationally; higher correlations (with $n>2$ ) are calculated from them. Note that the use of the 2 PI CGEA to obtain equations of motion for mean fields and propagators represents an enormous simplification of the usual perturbation expansion. Moreover, non-perturbative approximation schemes based on expansions of the 2PI EA provide powerful calculational tools where standard expansion schemes break down $[2,6]$.

Any correlation function of the many-body system can be obtained from $Z_{\text {CTP }}$ by functional differentiation with respect to ( $\bar{J}_{A}, J_{A}$ ) and then setting all sources to zero. For example,
the CTP two-point propagator of the central region is

$$
\begin{align*}
& \left\langle T_{\mathrm{c}} \psi^{A}\left(\psi^{B}\right)^{\dagger}\right\rangle=\left.\frac{\delta^{2} Z_{\mathrm{CTP}}[J, K]}{\mathrm{i} \delta_{\mathrm{R}} \bar{J}_{A} \mathrm{i} \delta_{\mathrm{L}} J_{B}}\right|_{[\bar{J}, J, K]=0} \\
& \quad=\int[D \bar{\phi}][D \phi][D \bar{\psi}][D \psi] \psi^{A} \bar{\psi}^{B} \operatorname{expi}(S[\bar{\psi}, \psi, \bar{\phi}, \phi]) \tag{13}
\end{align*}
$$

with $\delta_{R, L}$ denoting right and left differentiation, respectively. Note that there is no need to use contour-ordering operators in the second line of equation (13), since the path integral automatically arranges operators in the correct order.

Since the reservoirs' fields enter the action quadratically, we can integrate them out exactly in $Z_{\text {CTP }}$, thus defining a new generating functional for CTP propagators belonging to the system. This coarse-grained generating functional is

$$
\begin{equation*}
\tilde{Z}_{\mathrm{CTP}}[J, K]=\int[D \bar{\psi}][D \psi] \exp \mathrm{i}(\tilde{S}[\bar{\psi}, \psi]+\text { sources }) \tag{14}
\end{equation*}
$$

where the effective classical action is given by

$$
\begin{equation*}
\tilde{S}[\bar{\psi}, \psi]=\tilde{S}_{\psi}=c_{A B} \bar{\psi}^{A} D_{A B}^{-1} \psi^{B}+S_{\mathrm{int}}[\bar{\psi}, \psi] \tag{15}
\end{equation*}
$$

with

$$
\begin{equation*}
D_{A B}^{-1}=C_{A B}^{-1}+\mathrm{i} \Sigma_{\phi, A B} \tag{16}
\end{equation*}
$$

The self-energy $\Sigma_{\phi}$ describes the influence of the reservoirs on the particles' dynamics inside the system and it is given explicitly by

$$
\begin{equation*}
\Sigma_{\phi, A D}=T_{A B}^{*} B_{B C} T_{C D} \tag{17}
\end{equation*}
$$

where $B$ is given by equations (10). It is a complex quantity whose imaginary part represents the tunnelling rate of particles from the central region to the reservoirs. Note that $\Sigma_{\phi}$ can be easily calculated since it depends on the equilibrium CTP propagators of the reservoir composed of non-interacting electrons. The CTP propagators corresponding to the system are calculated from $\tilde{Z}_{\text {CTP }}$ using the analogue of equation (13) with the replacement $S \rightarrow \tilde{S}$.

From $\tilde{Z}_{\text {CTP }}$ we define the CTP generating functional of connected propagators $W_{\text {CTP }}$ in the usual way, i.e. $\tilde{Z}_{\text {CTP }}=$ $\exp \mathrm{i} W$, and then apply a double Legendre transform to obtain the 2PI-CTP effective action of the system. The sources ( $J, K$ ) are connected to the mean field and full propagators (denoted by $G$ ) through

$$
\begin{gather*}
\frac{\delta W}{\delta \bar{J}_{A}}=\hat{\psi}^{A}=0 \quad \frac{\delta W}{\delta J_{A}}=\hat{\bar{\psi}}^{A}=0  \tag{18}\\
\frac{\delta W}{\delta K_{A B}}=\frac{1}{2} G_{A B}
\end{gather*}
$$

where we have used that the fermionic mean fields $(\hat{\psi}, \hat{\bar{\psi}})=0$ since no symmetry breaking occurs. By performing the double Legendre transform on $W$ and then using the background field method we can write the CTP 2PI CGEA of the system as [2] ( Tr and $\ln$ operations are understood in a functional sense)

$$
\begin{equation*}
\Gamma[G, A]=\mathrm{i} \operatorname{Tr} \ln G-\mathrm{i} D_{A B}^{-1} G^{A B}+\Gamma_{2}[G] \tag{19}
\end{equation*}
$$

where $A$ is the external classical field introduced before. We note that the CTP 2PI CGEA depends explicitly on the external
field only through $D^{-1}[A]$; this will be important in what follows.

In equation (19), $\Gamma_{2}[G]$ encodes all quantum corrections and consists of vacuum 2PI closed diagrams with full propagators in internal lines and vertices corresponding to a theory with shifted classical action $S[\hat{\bar{\psi}}+\bar{\psi}, \hat{\psi}+\psi]$ (neglecting constant and linear terms), where ( $\bar{\psi}, \psi$ ) denote fluctuations. The diagrams are vacuum because the mean value of the fluctuation fields is zero by construction. Note that, because of the vanishing of the mean fields, the shifted classical action vanishes when evaluated at $(\hat{\bar{\psi}}, \hat{\psi})$. Therefore, the vertices contributing to $\Gamma_{2}$ are identical to those of the original classical action, namely the quartic one with $U$ as the coupling parameter. The case of non-interacting electrons corresponds in this scheme to $\Gamma_{2}=0$.

The Schwinger-Dyson equations for the CTP propagators follow directly from $\Gamma[G, A]$ :

$$
\begin{equation*}
\frac{\delta \Gamma}{\delta G_{A B}}=-\frac{1}{2} K_{A B} \tag{20}
\end{equation*}
$$

where the physical case corresponds to vanishing external sources $K=0$. Defining the self-energy

$$
\begin{equation*}
\Sigma_{A B}=-2 \delta \Gamma_{2} / \delta G^{A B} \tag{21}
\end{equation*}
$$

we can rewrite the SDE in the usual way:

$$
\begin{equation*}
G_{A B}^{-1}=D_{A B}^{-1}+\mathrm{i} \Sigma_{A B}, \tag{22}
\end{equation*}
$$

$\Sigma_{A B}$ being one-particle irreducible by construction.
In this paper, we shall not go beyond second order in the interaction parameter $U$, corresponding in this theory to a three-loop expansion. To this order, $\Gamma_{2}$ is in our compact notation

$$
\begin{align*}
\Gamma_{2}= & -\frac{1}{8} U_{A B C D} G_{A B} G_{C D} \\
& +\mathrm{i} \frac{1}{48} U_{A B C D} U_{E F G H} G_{A E} G_{B F} G_{C G} G_{D H} . \tag{23}
\end{align*}
$$

The first term corresponds to the so-called double-bubble diagram and the second term to the basketball diagram. In the SDE, the first term yields the time-dependent Hartree-Fock approximation, while the second is non-local and complex (therefore including fluctuation damping) $[2,3,5]$. We will return to these approximations when proving the external gauge invariance of the CTP 2PI CGEA, in section 4, and also in section 6.

## 4. External gauge invariance of the CTP 2PI EA

The crucial observation that allows us to relate the CTP 2PI CGEA of the open system to nonlinear transport through it is that $\Gamma[G, A]$ is invariant under a gauge transformation of the external field $A_{\mu}$. Following Bando et al ([28]), we will call this external gauge invariance (EGI) of the 2PI EA. We will first give a brief proof of the EGI of the exact 2PI CGEA, where exact means that $\Gamma_{2}$ is expanded to all loop orders in equation (19). Then, we will prove that, even when the loop expansion of $\Gamma_{2}$ is truncated at certain order, the truncated 2PI EA still remains EGI.

Under a local transformation $U(1)=\exp i e \varphi(1)$, the external field and the full propagator transform as [25, 29] (we omit the CTP indices for the moment)

$$
\begin{gather*}
A_{\mu} \rightarrow A_{\mu}^{\prime}=U A_{\mu} U^{-1}-\mathrm{i}\left(\partial_{\mu} U\right) U^{-1}  \tag{24}\\
G(1,2) \rightarrow G^{\prime}(1,2)=U(1) G(1,2) U^{-1}(2)
\end{gather*}
$$

It is rather straightforward to prove that, if we retain all terms in the loop expansion of $\Gamma_{2}$, then the 2PI CGEA is EGI $[2,6,25]$. This can be simply understood by recalling that the exact 2PI CGEA is precisely the generating functional of 1PI propagators. The proof of the EGI of the exact 2PI CGEA is based on the fact that, under a gauge transformation of the fields $\left(A_{\mu}, \bar{\psi}, \psi\right)$, the CTP generating functional $\tilde{Z}_{\mathrm{CTP}}[J, K]$ as given in equation (14) is invariant. This is because the transformation is equivalent to a change of integration variables in the path integral, whose Jacobian is trivial due to the unitarity of the transformation $(\operatorname{det} U=1)$. Since the classical (effective) action $\tilde{S}[\bar{\psi}, \psi]$ is external gauge-invariant, only the source terms are transformed. For a local infinitesimal variation of the fields $\zeta=\left(A_{\mu}, \bar{\psi}, \psi\right)$, given in compact notation by

$$
\begin{equation*}
\delta \zeta=e(0,-\mathrm{i} \varphi \bar{\psi}, \mathrm{i} \varphi \psi)+\left(\partial_{\mu} \varphi, 0,0\right) \tag{25}
\end{equation*}
$$

we obtain from equation (14)

$$
\begin{align*}
& \delta \tilde{Z}_{\mathrm{CTP}}=0=\left\langle\bar{J}_{A} \delta \psi^{A}+\delta \bar{\psi}^{A} J_{A}\right. \\
& \left.\quad+\frac{1}{2} K_{A B} \delta \bar{\psi}^{A} \psi^{B}+\frac{1}{2} K_{A B} \bar{\psi}^{A} \delta \psi^{B}\right\rangle \tag{26}
\end{align*}
$$

with

$$
\begin{equation*}
\langle\cdots\rangle=\int[D \bar{\psi}][D \psi](\cdots) \operatorname{expi}(\tilde{S}[\bar{\psi}, \psi]+\text { sources }) \tag{27}
\end{equation*}
$$

Using that

$$
\begin{gather*}
\frac{\delta \Gamma}{\delta \bar{\psi}^{A}}=-J_{A}+\frac{1}{2} K_{A B} \psi^{B} \\
\frac{\delta \Gamma}{\delta \psi^{A}}=\bar{J}_{A}-\frac{1}{2} K_{A B} \bar{\psi}^{B} \quad \frac{\delta \Gamma}{\delta G_{A B}}=-\frac{1}{2} K_{A B}, \tag{28}
\end{gather*}
$$

which follows since $W$ and $\Gamma$ are Legendre transforms of each other, we can turn equation (26) into an equation for $\Gamma$ :

$$
\begin{equation*}
\sum_{\alpha=2,3} \delta \zeta_{\alpha} \frac{\delta \Gamma}{\delta \zeta^{\alpha}}+\frac{\delta \Gamma}{\delta G_{A B}} \delta G^{A B}=0 \tag{29}
\end{equation*}
$$

where the variation of the full propagator is given by

$$
\begin{equation*}
\delta G^{A B}=\delta\left\langle\psi^{A} \bar{\psi}^{B}\right\rangle=\left\langle\delta \psi^{A} \bar{\psi}^{B}+\psi^{A} \delta \bar{\psi}^{B}\right\rangle \tag{30}
\end{equation*}
$$

According to equation (25), equation (30) is the infinitesimal version of the transformation rule for $G$ given in equations (24). Therefore, equation (29) shows that the exact 2PI CGEA is gauge-invariant under equations (24).

We turn now to the invariance of the 2PI effective action which results from a truncation in the loop expansion of the quantum correction $\Gamma_{2}$. For completeness, we will also show explicitly that the first two terms in equation (19), the one-loop
terms, are EGI. We start with the first term of $\Gamma[G, A]$, which is clearly EGI:

$$
\begin{equation*}
\operatorname{Tr} \ln G \rightarrow \operatorname{Tr} \ln \left(U G U^{-1}\right)=\operatorname{Tr}\left[U(\ln G) U^{-1}\right]=\operatorname{Tr} \ln G \tag{31}
\end{equation*}
$$

The EGI of the second term of equation (19) is proved by noting that $D^{-1}$ transforms as $G$ under equations (24). This follows directly from the equation of motion for the system's free propagator $C$, given in equations (10), and the fact that $\Sigma_{\phi}$ is invariant under the external gauge transformation. The latter is a consequence of the equation of motion satisfied by $B$, the reservoir's free propagator, and the dependence of $\Sigma_{\phi}$ on this propagator, given in equation (17).

The third term contributing to $\Gamma[G, A]$ is $\Gamma_{2}[G]$, the sum of 2PI vacuum diagrams with $G$ in internal lines. The proof of external gauge invariance proceeds as before and relies on the transformation law for propagators and the structure of the 2PI EA. To be explicit, we rewrite the first term of equation (23) taking into account that the interaction vertex $U_{A B C D}$ is local. Using the locality of the bare vertex we obtain for the doublebubble diagram

$$
\begin{equation*}
\Gamma_{2}^{(1)}=-\frac{\tilde{U}}{8} G_{A B} G_{B A} \tag{32}
\end{equation*}
$$

which shows that, as already mentioned, the self-energy derived from it is local. It is clear from the above expression that, under the external gauge transformation given in equations (24), $\Gamma_{2}^{(1)}$ is invariant. The structure of higher terms in the loop expansion of $\Gamma_{2}$ is such that the EGI holds to arbitrary order.

The main conclusion of this discussion is that, even though the system is open to reservoirs, its 2PI coarse-grained effective action is, order by order in the loop expansion, invariant under the gauge transformation given in equations (24). As we shall see, this makes the combination of the CTP 2PI-CG effective action approach and the external gauge invariance a powerful technique to study strongly interacting driven systems beyond linear response. We should remark that, in the presence of nonvanishing mean fields, the 2PI CGEA may not be EGI order by order in a loop expansion [2, 6, 25].

## 5. WT hierarchy from external gauge invariance

We have seen that the CTP 2PI CGEA describing the system is left invariant under an external gauge transformation, and that this property holds to all orders in the (loop) expansion of the quantum corrections given by $\Gamma_{2}$. This implies that the SDE derived functionally from the 2PI effective action is automatically external gauge-covariant. Most importantly, this is true for an arbitrary external classical field. This will be the key property to relate this symmetry to nonlinear response, thus generating approximations which satisfy the WT hierarchy to arbitrary order. We will show that the external gauge covariance is also inherited by the BSE for vertex functions, which as a consequence of EGI will satisfy the Ward-Takahashi hierarchy.

Gauge invariance of the effective action $\Gamma[G, A]$ implies

$$
\begin{equation*}
\Gamma[G, A]=\Gamma\left[G^{\prime}, A^{\prime}\right] \tag{33}
\end{equation*}
$$

where a prime denotes external gauge-transformed quantities according to equations (24). The SDE for the CTP propagators is given by $\delta \Gamma / \delta G_{A B}=0$ and, due to the EGI of the 2 PI CGEA, it is (external) gauge-covariant:

$$
\begin{equation*}
\frac{\delta \Gamma[G, A]}{\delta G_{A B}}=U^{-1} \frac{\delta \Gamma\left[G^{\prime}, A^{\prime}\right]}{\delta G_{A B}^{\prime}} U \tag{34}
\end{equation*}
$$

This property of the 2PI CGEA has an important consequence. It implies that the variational procedure by which one obtains the SDE from the 2PI CGEA is independent of the external gauge. That is to say, if $G_{A B}[A]$ is a solution of the SDE in the background classical field $A$, i.e.

$$
\begin{equation*}
\left.\frac{\delta \Gamma[G, A]}{\delta G_{A B}}\right|_{G_{A B}=G_{A B}[A]}=0 \tag{35}
\end{equation*}
$$

then the solution corresponding to a transformed external field $A^{\prime}=U A U^{-1}-\mathrm{i}(\partial U) U^{-1}$ is precisely $G^{\prime}=U G U^{-1}$ :

$$
\begin{equation*}
\left.\frac{\delta \Gamma\left[G^{\prime}, A^{\prime}\right]}{\delta G_{A B}^{\prime}}\right|_{G_{A B}^{\prime}=U G_{A B}[A] U^{-1}}=0 \tag{36}
\end{equation*}
$$

More explicitly, EGI of the 2PI CGEA implies

$$
\begin{equation*}
G\left[A^{\prime}\right]=U G[A] U^{-1} \tag{37}
\end{equation*}
$$

We will now make a connection between EGI and nonlinear response. For notational simplicity, CTP indices are omitted in the following. The solution $G[A]$ to the SDE can be expanded in powers of the external field $A_{\mu}$ (see [18, 20, 31]):

$$
\begin{align*}
& G[A](X, Y)=G[0](X, Y)+\mathrm{i} A_{\mu} \Pi_{3}^{\mu}+\frac{\mathrm{i}^{2}}{2} A_{\mu} A_{\nu} \Pi_{4}^{\mu \nu} \\
& \quad+\frac{\mathrm{i}^{3}}{3} A_{\mu} A_{\nu} A_{\rho} \Pi_{5}^{\mu \nu \rho} \cdots \\
& =\sum_{n=0} \frac{\mathrm{i}^{n}}{n!} \int \mathrm{d} 1 \cdots \mathrm{~d} n A_{\mu_{1}}(1) \cdots A_{\mu_{n}}(n) \Pi_{(n+2)}^{\mu_{1} \cdots \mu_{n}} \\
& \quad \times(1, \ldots, n ; X, Y) \tag{38}
\end{align*}
$$

where in the third line we have made explicit the internal (integration) $(1, \ldots, n)$ and the external $(X, Y)$ variables. The dummy indices $\mu, \nu, \rho$, etc, of the first two lines are denoted by $\mu_{1}, \ldots, \mu_{n}$ in the third.

The 'response' functions $\Pi_{(n+2)}$ encode the variation of the full propagator with the external field. We note that it is possible $[18,31]$, in principle, to expand higher-order correlation functions similarly to the two-point function as given in equations (38), but in this paper we shall only deal with $G[A](X, Y)$. Equations (38) are given in the socalled [18, 31] single-time representation of CTP correlators, which is simpler for calculations than the 'physical' or $r / a$ representation. Both representations are related by a similarity transformation characterized by an orthogonal matrix [17, 18] $Q=\left(\hat{1}-\mathrm{i} \sigma_{2}\right) / \sqrt{2}$ with

$$
\sigma_{2}=\left(\begin{array}{cc}
0 & -\mathrm{i}  \tag{39}\\
\mathrm{i} & 0
\end{array}\right) ; \quad \hat{1}=\left(\begin{array}{cc}
1 & 0 \\
0 & 1
\end{array}\right)
$$

and are completely equivalent to each other:

$$
\begin{align*}
& E_{i_{1} \cdots i_{n}}(1 \cdots n)=2^{n / 2-1} Q_{i_{1} \alpha_{1}} \cdots Q_{i_{n} \alpha_{n}} E_{\alpha_{1} \cdots \alpha_{n}}(1 \cdots n) \\
& E_{\alpha_{1} \cdots \alpha_{n}}(1 \cdots n)=2^{1-n / 2} Q_{\alpha_{1} i_{1}}^{T} \cdots Q_{\alpha_{n} i_{n}}^{T} E_{i_{1} \cdots i_{n}}(1 \cdots n) \tag{40}
\end{align*}
$$

where $E(1 \cdots n)$ denotes a $n$-point CTP function, $\alpha_{j}\left(i_{j}\right)$ corresponds to the single-time (physical) representation and repeated indices are assumed to be summed. To give an example of equations (40), for the propagators in the physical

$$
\tilde{G}=\left(\begin{array}{cc}
0 & G_{\mathrm{a}}  \tag{41}\\
G_{\mathrm{r}} & G_{\mathrm{c}}
\end{array}\right)
$$

and in the single-time

$$
\tilde{G}=\left(\begin{array}{ll}
G_{++} & G_{+-}  \tag{42}\\
G_{-+} & G_{--}
\end{array}\right)
$$

representations we have [2]

$$
\begin{align*}
\tilde{G}_{11} & =\frac{1}{2}\left(G_{++}+G_{--}-G_{+-}-G_{-+}\right)=0 \\
\tilde{G}_{12} & =G_{\mathrm{a}}=\frac{1}{2}\left(G_{++}-G_{-+}+G_{+-}-G_{--}\right) \\
\tilde{G}_{21} & =G_{\mathrm{r}}=\frac{1}{2}\left(G_{++}-G_{+-}+G_{-+}-G_{--}\right)  \tag{43}\\
\tilde{G}_{22} & =G_{\mathrm{c}}=\frac{1}{2}\left(G_{++}+G_{--}+G_{+-}+G_{-+}\right) \\
& =G_{+-}+G_{-+}=G_{++}+G_{--.} .
\end{align*}
$$

The first equality in equations (43) is valid in general: any CTP function in the physical representation with all its indices set to ' 1 ' satisfies $\tilde{G}_{11 \cdots 1}=0$. The last line results from the identity $G_{+-}+G_{-+}=G_{++}+G_{--}$, which follows from the normalization of the step function $\theta(1,2)+\theta(2,1)=1$. In these expressions, $G_{\mathrm{r}}, G_{\mathrm{a}}$ and $G_{\mathrm{c}}$ are retarded, advanced and correlation functions, respectively:

$$
\begin{gather*}
G_{\mathrm{r}}(1,2)=-\mathrm{i} \theta(1,2)\left\langle\left\{\psi(1), \psi^{\dagger}(2)\right\}\right\rangle \\
G_{\mathrm{a}}(1,2)=-\mathrm{i} \theta(2,1)\left\langle\left\{\psi(1), \psi^{\dagger}(2)\right\}\right\rangle  \tag{44}\\
G_{\mathrm{c}}(1,2)=-\mathrm{i}\left\langle\left\{\psi(1), \psi^{\dagger}(2)\right\}\right\rangle
\end{gather*}
$$

where $\{$,$\} is the anticommutator and \theta$ the step function, while $G_{++,--,+-,-+}$are the chronological (Feynman), antichronological (Dyson), lesser and greater correlations:

$$
\begin{gather*}
G_{++}(1,2)=-\mathrm{i}\left\langle T \psi(1) \psi^{\dagger}(2)\right\rangle \\
G_{+-}(1,2)=\mathrm{i}\left\langle\psi^{\dagger}(2) \psi(1)\right\rangle \\
G_{-+}(1,2)=-\mathrm{i}\left\langle\psi(1) \psi^{\dagger}(2)\right\rangle  \tag{45}\\
G_{--}(1,2)=-\mathrm{i}\left\langle\tilde{T} \psi(1) \psi^{\dagger}(2)\right\rangle,
\end{gather*}
$$

with $(T, \tilde{T})$ denoting the chronological and antichronological time ordering operator. Using this transformation rule, it is a simple matter to re-express equations (38) (and what follows from them) in the physical representation (see [18] and [20]), but for clarity we will continue employing the single-time representation.

We note that, as discussed in [18], in the physical representation the observables are given by retaining only
the ' 2 ' component of the $n$-point function $\tilde{G}(1 \cdots n)$, i.e. by the correlation functions $\tilde{G}_{2 \ldots 2}$. For example, the two-point observable ( $n=2$ ) is the fully symmetrized correlation function $\tilde{G}_{22}(X, Y)=G_{\mathrm{c}}(X, Y)$, given in equations (43). Using the relation between the physical and single-time representations, the response of the correlation two-point function $\tilde{G}_{22}$ is immediately obtained:
$\tilde{G}_{22}[A](X, Y)=\tilde{G}_{22}[0](X, Y)+\mathrm{i} \tilde{\Pi}_{221}^{\mu}(X, Y ; 1) A_{\mu}(1)+\cdots$.
It is worth remarking that the use of the closed-time path method automatically ensures that the response functions are causal (see, for instance, [2] and [18]) ${ }^{3}$.

Returning now to equations (38), the response functions are given by

$$
\begin{align*}
& \Pi_{(n+2)}^{\mu_{1} \cdots \mu_{n}}(1, \ldots, n ; X, Y) \\
& \quad=\left.i^{-n} \frac{\delta G(X, Y ; A)}{\delta A_{\mu_{1}}(1) \cdots \delta A_{\mu_{n}}(n)}\right|_{\left[A_{\mu_{1}} \cdots A_{\mu_{n}}\right]=0} \tag{47}
\end{align*}
$$

and correspond to $(n+2)$-point functions with $n$ current vertices inserted at locations $(1, \ldots, n)$ where interactions between the current and the external classical field take place. In more detail, the response functions for $n=1,2$ are

$$
\begin{align*}
& \Pi_{3}^{\mu}(X, Y ; z)=-\mathrm{i}\left\langle T_{\mathrm{c}} j^{\mu}(z) \psi(X) \psi^{\dagger}(Y)\right\rangle \\
& \Pi_{4}^{\mu \nu}(X, Y ; z, w)=-\left\langle T_{\mathrm{c}} j^{\mu}(z) j^{\nu}(w) \psi(X) \psi^{\dagger}(Y)\right\rangle . \tag{48}
\end{align*}
$$

Note that $-\mathrm{i} \Pi_{2}(X, Y)$ corresponds to the propagator in the absence of the external field, which can be written as $G[0]\left(X_{i}, Y_{i} ; X_{0}-Y_{0}\right)$ due to time-translation invariance of the system in equilibrium.

The structure of $\Pi_{(n+2)}$ as given in equations (48) follows because functional differentiation with respect to $A_{\mu}$ yields a current insertion to which the external field couples. In functional language we have that

$$
\begin{align*}
& \left.\frac{\delta G(X, Y ; A)}{\delta A_{\mu_{1}}(1) \cdots \delta A_{\mu_{n}}(n)}\right|_{\left[A_{\left.\mu_{1} \cdots A_{\mu_{n}}\right]=0}\right.}=\int[D \psi][\mathrm{d} \bar{\psi}] \psi(X) \bar{\psi}(Y) \\
& \quad \times\left.\frac{\delta}{\delta A_{\mu_{1}}(1) \cdots \delta A_{\mu_{n}}(n)}\right|_{\left[A_{\mu_{1}} \cdots A_{\mu_{n}}\right]=0} \\
& \quad \times \operatorname{expi}(\tilde{S}[\bar{\psi}, \psi]+\text { sources }) \tag{49}
\end{align*}
$$

Equation (49) automatically leads to equations (48) since

$$
\begin{align*}
& \left.\frac{\delta}{\delta A_{\mu_{1}}(1) \ldots \delta A_{\mu_{n}}(n)}\right|_{\left[A_{\mu_{1}} \ldots A_{\mu_{n}}\right]=0} \operatorname{expi}(\tilde{S}[\bar{\psi}, \psi]+\text { sources }) \\
& =(-\mathrm{i})^{n} j_{\mu_{1}}(1) \ldots j_{\mu_{n}}(n) \exp \mathrm{i}(\tilde{S}[\bar{\psi}, \psi, A=0]+\text { sources }) . \tag{50}
\end{align*}
$$

The functions $\Pi_{(n+2)}$ are obtained from the SDE by functional differentiation with respect to $A_{\mu}$ (and then setting $A=0$ ). This results in the BSEs for the response functions. For example, the BSE that determines $\Pi_{3}$ is

$$
\begin{equation*}
\frac{\delta G^{-1}}{\delta A_{\mu}}=\frac{\delta D^{-1}}{\delta A_{\mu}}+\mathrm{i} \frac{\delta \Sigma}{\delta A_{\mu}} \tag{51}
\end{equation*}
$$

[^1]where both sides of the equation are evaluated at $A_{\mu}=0$. Using that $G(1,2) G^{-1}\left(2,1^{\prime}\right)=\delta\left(1,1^{\prime}\right)$ (where the coordinate 2 is integrated), which implies
\[

$$
\begin{equation*}
\frac{\delta G^{-1}(1,2)}{\delta A_{\mu}(3)}=-\int \mathrm{d} 4 \mathrm{~d} 5 G^{-1}(1,4) \frac{\delta G(4,5)}{\delta A_{\mu}(3)} G^{-1}(5,2) \tag{52}
\end{equation*}
$$

\]

and defining

$$
\begin{equation*}
\tilde{\Pi}_{(n+2)}^{\mu_{1} \cdots \mu_{n}}=G^{-1} \Pi_{(n+2)}^{\mu_{1} \cdots \mu_{n}} G^{-1} \tag{53}
\end{equation*}
$$

the BSE for $\Pi_{3}$ can be written as

$$
\begin{equation*}
\tilde{\Pi}_{3}^{\mu}=-\frac{\delta D^{-1}}{\delta A_{\mu}}-\mathrm{i} \frac{\delta \Sigma}{\delta A_{\mu}} \tag{54}
\end{equation*}
$$

Since the self-energy $\Sigma$ is defined through $\Gamma_{2}$, it is a functional of the full propagator $G$ and therefore the last term in equation (54) involves $\Pi_{3}$. Namely

$$
\begin{align*}
& \tilde{\Pi}_{3}^{\mu}(X, Y ; z)=-\frac{\delta D^{-1}}{\delta A_{\mu}}-\mathrm{i} \frac{\delta \Sigma}{\delta G} \frac{\delta G}{\delta A_{\mu}} \\
& \quad=-\frac{\delta D^{-1}(X, Y)}{\delta A_{\mu}(z)}-\mathrm{i} \frac{\delta \Sigma(X, Y)}{\delta G(V, W)} \frac{\delta G(V, W)}{\delta A_{\mu}(z)} \\
& =-\frac{\delta D^{-1}(X, Y)}{\delta A_{\mu}(z)}-\mathrm{i} \frac{\delta \Sigma(X, Y)}{\delta G(V, W)} \Pi_{3}^{\mu}(V, W ; z), \tag{55}
\end{align*}
$$

where in the last two lines the coordinates are shown explicitly ( $V$ and $W$ are integrated). This is an integral equation that determines $\Pi_{3}$ once the quantity $\delta \Sigma / \delta G$ is known. Taking further functional derivatives of the SDE with respect to $A_{\mu}$ (and setting $A=0$ ) results in a set of integral equations for $n>1$ response functions. Note that $\Sigma$ is directly obtained from $\Gamma[G, A]$, so the SD and BS equations are fully consistent with each other.

As we have seen, the combination of the SDE and the BSEs completely determines the full propagator and the response functions $\Pi_{(n+2)}$. The SDE is obtained from the 2PI CGEA, while the BSEs are obtained from the SDE by differentiation with respect to the external field. The important point is that, because the 2PI CGEA is invariant under external gauge transformations, both the full propagator and response functions obtained this way are external gauge-covariant. As we will show below, the EGI property of the 2PI CGEA implies that $G$ and $\Pi_{(n+2)}$, as obtained from $\Gamma[G, A]$, satisfy the WT hierarchy. This provides the required link between current conservation in nonlinear response and the external gauge invariance of the 2PI CGEA, and also a powerful and systematic way of studying nonlinear response in strongly interacting systems coupled to ideal reservoirs.

To see the connection between EGI and the WT hierarchy, recall that external gauge invariance of the effective action means $G\left[A^{\prime}\right]=U G[A] U^{-1}$. Inserting the expansion in powers of the external field given in equations (38) into both sides of this identity we get

$$
\begin{aligned}
& G[0]+\mathrm{i} A_{\mu}^{\prime} \Pi_{3}^{\mu}+\frac{\mathrm{i}^{2}}{2} A_{\mu}^{\prime} A_{\nu}^{\prime} \Pi_{4}^{\mu \nu}+\cdots \\
& \quad=\sum_{n=0} \frac{\mathrm{i}^{n}}{n!} \int \mathrm{d} 1 \cdots \mathrm{~d} n A_{\mu_{1}}^{\prime}(1) \cdots A_{\mu_{n}}^{\prime}(n)
\end{aligned}
$$

$$
\begin{align*}
& \times \Pi_{(n+2)}^{\mu_{1} \cdots \mu_{n}}(1, \ldots, n ; X, Y) \\
= & U G[0] U^{-1}+\mathrm{i} A_{\mu} U \Pi_{3}^{\mu} U^{-1}+\frac{\mathrm{i}^{2}}{2} A_{\mu} A_{\nu} U \Pi_{4}^{\mu \nu} U^{-1}+\cdots \\
= & \sum_{n=0} \frac{\mathrm{i}^{n}}{n!} \int \mathrm{d} 1 \cdots \mathrm{~d} n A_{\mu_{1}}(1) \cdots A_{\mu_{n}}(n) \\
& \times\left[U(X) \Pi_{(n+2)}^{\mu_{1} \cdots \mu_{n}}(1, \ldots, n ; X, Y) U^{-1}(Y)\right] . \tag{56}
\end{align*}
$$

Note that equation (56) explicitly shows that the response functions $\Pi_{(n+2)}$ are external gauge-covariant. In particular, for an infinitesimal external gauge transformation $U(X) \approx$ $1+\mathrm{i} e \varphi(X)$ the transformed external field is

$$
\begin{equation*}
A_{\mu}^{\prime}(X)=A_{\mu}(X)+\partial_{\mu} \varphi(X) \tag{57}
\end{equation*}
$$

so equation (56) becomes

$$
\begin{align*}
& \sum_{n=0} \frac{\mathrm{i}^{n}}{n!} \int[\mathrm{d} n] \prod_{i=1}^{n}\left\{A_{\mu_{i}}(i)+\partial_{\mu_{i}} \varphi(i)\right\} \Pi_{(n+2)}^{\mu_{1} \cdots \mu_{n}} \\
& =\sum_{n=0} \frac{\mathrm{i}^{n}}{n!} \int[\mathrm{d} n] \prod_{i=1}^{n} A_{\mu_{i}}(i)\left\{\Pi_{(n+2)}^{\mu_{1} \cdots \mu_{n}}\right. \\
& \left.\quad+\mathrm{i} e\left[\varphi(X) \Pi_{(n+2)}^{\mu_{1} \cdots \mu_{n}}-\Pi_{(n+2)}^{\mu_{1} \cdots \mu_{n}} \varphi(Y)\right]\right\} \tag{58}
\end{align*}
$$

where we have suppressed the arguments of $\Pi_{(n+2)}^{\mu_{1} \cdots \mu_{n}}(1 \cdots n$; $X, Y)$ and defined $[\mathrm{d} n]=\mathrm{d} 1 \cdots \mathrm{~d} n$ for brevity. Comparing terms of the same order in $A_{\mu}$ on both sides of this expression we get

$$
\begin{align*}
& \Pi_{2}(X, Y)+\mathrm{i} \int \mathrm{~d} 1\left[\partial_{\mu}^{1} \varphi(1)\right] \Pi_{3}^{\mu}(X, Y ; 1) \\
& \quad=\Pi_{2}(X, Y)+\mathrm{i} e\left[\varphi(X) \Pi_{2}(X, Y)-\Pi_{2}(X, Y) \varphi(Y)\right] \tag{59}
\end{align*}
$$

for the zeroth-order term and
$\int \mathrm{d} 1 \mathrm{~d} 2\left[\partial_{\nu}^{2} \varphi(2)\right] \Pi_{4}^{\mu \nu}(X, Y ; 1,2) A_{\mu}(1)$

$$
\begin{equation*}
=\int \mathrm{d} 1 e\left[\varphi(X) \Pi_{3}^{\mu}(X, Y ; 1)-\Pi_{3}^{\mu}(X, Y ; 1) \varphi(Y)\right] A_{\mu}(1) \tag{60}
\end{equation*}
$$

for the linear term. Higher-order terms have a similar structure but can become quite involved. The main point to emphasize is that the EGI of the 2PI CGEA implies relationships among the response functions, shown explicitly in equation (58).

Assuming that $\varphi$ vanishes at infinity, we can integrate by parts the second term in equation (59) (zeroth order in $A_{\mu}$ ) to obtain
$\mathrm{i} \int \mathrm{d} 1 \varphi(1) \partial_{\mu}^{1} \Pi_{3}^{\mu}(X, Y ; 1)$
$=-\mathrm{i} e\left[\varphi(X) \Pi_{2}(X, Y)-\Pi_{2}(X, Y) \varphi(Y)\right]$
which implies

$$
\begin{equation*}
\partial_{\mu}^{z} \Pi_{3}^{\mu}(X, Y ; z)=-e \Pi_{2}(X, Y)[\delta(X-z)-\delta(Y-z)] \tag{62}
\end{equation*}
$$

or, in more detail,

$$
\begin{align*}
& \partial_{\mu}^{z}\left\langle T_{\mathrm{c}} j^{\mu}(z) \psi(X) \bar{\psi}(Y)\right\rangle=e\left\langle T_{\mathrm{c}} \psi(X) \bar{\psi}(Y)\right\rangle \\
& \quad \times[\delta(Y-z)-\delta(X-z)] . \tag{63}
\end{align*}
$$

This is precisely the identity corresponding to $n=1$ in the WT hierarchy given by equation (1), that is, equation (7). We see that, even at zeroth order in the external field, the relation
between the three-point vertex and the two-point function, equation (63), is satisfied due to the EGI of the 2PI EA.

Similarly, for the linear term, equation (60) implies the following identity:

$$
\begin{align*}
& -\int \mathrm{d} 2 \partial_{v}^{2} \Pi_{4}^{\mu \nu}(X, Y ; 1,2) \varphi(2) \\
& \quad=e\left[\varphi(X) \Pi_{3}^{\mu}(X, Y ; 1)-\Pi_{3}^{\mu}(X, Y ; 1) \varphi(Y)\right] \tag{64}
\end{align*}
$$

which leads by the same calculation as in the zeroth-order case to a WT identity between the three- and four-point response functions (equivalent to equation (1) for $n=2$ ):

$$
\begin{align*}
& \partial_{\nu}^{z} \Pi_{4}^{\mu \nu}(X, Y ; 1, z) \\
& \quad=e[\delta(Y-z)-\delta(X-z)] \Pi_{3}^{\mu}(X, Y ; 1) . \tag{65}
\end{align*}
$$

It is clear that this procedure could be continued to higher-order terms in $A_{\mu}$, thus generating higher-order WT identities. We note that the hierarchy obtained for the response functions $\Pi_{(n+2)}$ is completely equivalent to that involving $\Lambda_{(n)}$, given in equation (1), as expected since, ultimately, they both enforce current conservation. As can be seen from their definitions, equations (2) and (47), the relation between vertex and response functions can be compactly written as

$$
\begin{align*}
& \Pi_{(n+2)}^{\mu_{1} \cdots \mu_{n}}\left(X, Y ; z_{1} \cdots z_{n}\right)=(-e)^{(n-1)} \prod_{\alpha=2}^{n} \lim _{z_{\alpha}^{\prime} \rightarrow z_{\alpha}} D^{\mu_{\alpha}}\left(z_{\alpha}^{\prime}, z_{\alpha}\right) \\
& \quad \times \Lambda_{(n)}^{\mu_{1}}\left(X z_{2} \cdots z_{n}, Y z_{2}^{\prime} \cdots z_{n}^{\prime} ; z_{1}\right) \tag{66}
\end{align*}
$$

for $n \geqslant 2$ and

$$
\begin{gather*}
\Pi_{(3)}^{\mu}(X, Y ; z)=\Lambda_{(1)}^{\mu}(X, Y ; z) \quad \text { for } n=1 \\
\Pi_{(2)}(X, Y)=\mathrm{i} G[0](X, Y) \quad \text { for } n=0 \tag{67}
\end{gather*}
$$

where the operator $D^{\mu_{\alpha}}\left(z_{\alpha}^{\prime}, z_{\alpha}\right)$ is defined in equation (3). Defining the operator (with $n \geqslant 2$ and $2 \leqslant \alpha \leqslant n$ )

$$
\begin{equation*}
F_{n}^{\mu_{2} \cdots \mu_{n}}\left(\left\{z_{\alpha}^{\prime}, z_{\alpha}\right\}\right)=(-e)^{(n-1)} \prod_{\alpha=2}^{n} \lim _{z_{\alpha}^{\prime} \rightarrow z_{\alpha}} D^{\mu_{\alpha}}\left(z_{\alpha}^{\prime}, z_{\alpha}\right) \tag{68}
\end{equation*}
$$

that appears in equation (66) acting on $\Lambda_{(n)}^{\mu_{1}}$, noting that this operator does not depend on $z_{1}$ (the 'external' coordinate in $\left.\Lambda_{(n)}\right)$, and using the property of the Green's function $G_{n}$ :

$$
\begin{align*}
& F_{n}^{\mu_{2} \cdots \mu_{n}}\left(\left\{z_{\alpha}^{\prime}, z_{\alpha}\right\}\right) G_{n}\left(1 \cdots z_{\alpha} \cdots n, 1^{\prime} \cdots z_{\alpha}^{\prime} \cdots n^{\prime}\right) \\
& \quad=F_{n}\left\langle T_{\mathrm{c}} \psi(1) \cdots \psi\left(z_{\alpha}\right) \cdots \psi(n) \bar{\psi}\left(n^{\prime}\right) \cdots \bar{\psi}\left(z_{\alpha}^{\prime}\right) \cdots \bar{\psi}\left(1^{\prime}\right)\right\rangle \\
& \quad=\left\langle T_{\mathrm{c}} j^{\mu_{2}}\left(z_{2}\right) \cdots j^{\mu_{n}}\left(z_{n}\right) \psi(1) \bar{\psi}\left(1^{\prime}\right)\right\rangle \\
& \quad=\prod_{(n+2)}^{\mu_{2} \cdots \mu_{n}}\left(1,1^{\prime} ; z_{2} \cdots z_{n}\right) \tag{69}
\end{align*}
$$

the equivalence between WT hierarchies can be proven using equation (66) (the calculation is tedious but rather straightforward).

Therefore, the external gauge invariance of the 2PI CGEA enforces the WT hierarchy necessary for current conservation beyond the expectation value level. By expanding the full propagator (solution to the SDE ) in powers of the external field, we can calculate current-conserving response functions as solutions to the BSEs obtained from the SDE. The key point is that the EGI of the 2PI CGEA implies the covariance of the full propagator and the response vertex functions, and this results in the WT relationships among them. We emphasize
that such a procedure relies on an expansion of $G[A]$ in powers of the external field $A$, so it is valid only for weak external fields.

We end this section by indicating how to calculate the current induced by the external classical field. The average current which evolves by the action of the external field is given by equation (3), which can be re-expressed in terms of the lesser Green function $G_{+-}$:

$$
\begin{align*}
& \left\langle j^{\mu}(z)\right\rangle=-e \lim _{z^{\prime} \rightarrow z} D^{\mu}\left(z, z^{\prime}\right)[A]\left\langle\psi^{\dagger}\left(z^{\prime}\right) \psi(z)\right\rangle \\
& \quad=\mathrm{i} e \lim _{z^{\prime} \rightarrow z} D^{\mu}\left(z, z^{\prime}\right)[A] G_{+-}\left(z, z^{\prime}\right) \tag{70}
\end{align*}
$$

where $D^{\mu}[A]$ is given in equation (5) and one should recall that $G_{+-}$must be calculated in the presence of the external field [22]. The lesser Green function appearing in the expression for the current can be calculated directly from the expansion given in equations (38). In this way, the induced average current can be systematically calculated to arbitrary order in the external classical field. The approach based on the 2PI EA and its loop truncation, adopted here, guarantees that the WT hierarchy is fulfilled.

## 6. Approximate 2PI effective actions and current conservation

As shown in section 3, the virtue of the 2PI CGEA method is that it provides a systematic way of encompassing interacting fields and current-conserving nonlinear response theory in a unified way. In particular, truncations to the loop expansion of the 2PI CGEA are, to arbitrary order, external gauge-invariant. Therefore, any such approximation will preserve the WT hierarchy. In this section, we give a concrete example of an ad hoc approximation to the 2PI CGEA, i.e. not obtained from a truncation in the loop expansion, and analyse the consequences for current conservation.

To be specific, we consider the following bare interaction vertex in $S_{\text {int }}$ as appearing in equation (9):

$$
\begin{equation*}
U_{A B C D}=c_{a b c d} \bar{\delta}_{t, r} \bar{\delta}_{\sigma} \tilde{U} \tag{71}
\end{equation*}
$$

where

$$
c_{a b c d}= \begin{cases}1 & \text { if } a, b, c, d=+  \tag{72}\\ -1 & \text { if } a, b, c, d=- \\ 0 & \text { otherwise }\end{cases}
$$

is a CTP tensor. In equation (71) we have grouped delta functions as follows:

$$
\begin{align*}
\bar{\delta}_{t, r} & =\delta\left(t_{A}-t_{B}\right) \delta\left(t_{A}-t_{C}\right) \delta\left(t_{A}-t_{D}\right) \\
& \times \delta\left(r_{A}-r_{B}\right) \delta\left(r_{A}-r_{C}\right) \delta\left(r_{A}-r_{D}\right) \\
= & \delta\left(X_{A}-X_{B}\right) \delta\left(X_{A}-X_{C}\right) \delta\left(X_{A}-X_{D}\right) \tag{73}
\end{align*}
$$

and ( $\sigma$ stands for spin projection)

$$
\begin{equation*}
\bar{\delta}_{\sigma}=\delta_{\sigma_{A}, \sigma_{B}} \delta_{\sigma_{C}, \sigma_{D}} \tag{74}
\end{equation*}
$$

This vertex describes a 'Hubbard-like' local interaction $n_{\uparrow}(r) n_{\downarrow}(r)$, where $n_{\sigma}(r)$ is the electron number operator at position $r$.

It will be convenient for what follows to write the quantum correction to the 2PI EA as

$$
\begin{equation*}
\Gamma_{2}[G]=\sum_{i=1}^{\infty} \Gamma_{2}^{(i)} \tag{75}
\end{equation*}
$$

where $\Gamma_{2}^{(i)}$ is of order $\tilde{U}^{i}$. We note that, due to the fact that fermion mean fields vanish, an expansion of $\Gamma_{2}$ in powers of $U$ is equivalent to a loop expansion (this is no longer true when symmetry breaking occurs, see, e.g., [2]). The $\mathrm{O}(U)$ diagram corresponds to the double-bubble, which is two-loop, while the $\mathrm{O}\left(U^{2}\right)$ one corresponds to the basketball, which is three-loop. Both diagrams are given in equation (23). Since the CTP self-energy is obtained by functionally differentiating $\Gamma_{2}$ with respect to the full propagator, the contributions to the self-energy can also be classified according to equation (75). According to equation (71), for $i=1$ we have

$$
\begin{align*}
& \Sigma_{A B}^{(1)}=\Sigma_{a b}^{(1)}\left(X_{A}, X_{B}\right)=\frac{1}{4} U_{A B C D} G_{C D} \\
& \quad=\frac{1}{4} \tilde{U} c_{a b c d} \sum_{\sigma_{C}, \sigma_{D}} \int \mathrm{~d} X_{C} \mathrm{~d} X_{D} \delta\left(X_{A}-X_{B}\right) \\
& \quad \times \delta\left(X_{A}-X_{C}\right) \delta\left(X_{A}-X_{D}\right) \delta_{\sigma_{A} \sigma_{B}} \delta_{\sigma_{C} \sigma_{D}} G_{c d}\left(X_{C}, X_{D}\right) \\
& \quad=\frac{1}{2} \tilde{U} c_{a b c d} \delta\left(X_{A}-X_{B}\right) \delta_{\sigma_{A} \sigma_{B}} G_{c d}\left(X_{A}, X_{B}\right) . \tag{76}
\end{align*}
$$

We note that the exchange part of $\Sigma_{A B}$ is absent because the interaction occurs between particles with opposite spin projection.

From this equation, the $(+,-)$ components of the CTP self-energy are immediately obtained:

$$
\begin{gather*}
\Sigma_{++}^{(1)}\left(X_{A}, X_{B}\right)=\tilde{U} \delta\left(X_{A}-X_{B}\right) \delta_{\sigma_{A} \sigma_{B}} G_{++}\left(X_{A}, X_{B}\right) \\
\Sigma_{--}^{(1)}\left(X_{A}, X_{B}\right)=-\tilde{U} \delta\left(X_{A}-X_{B}\right) \delta_{\sigma_{A} \sigma_{B}} G_{--}\left(X_{A}, X_{B}\right)  \tag{77}\\
\Sigma_{+-}^{(1)}=\Sigma_{-+}^{(1)}=0
\end{gather*}
$$

where the last line follows from the definition of the CTP tensor $c_{a b c d}$ and shows the well-known fact that the quasiparticle lifetime is infinite in the Hartree approximation.

One can proceed similarly for $i=2$ to obtain (we omit the calculation since it is completely analogous to the $i=1$ case)

$$
\begin{gather*}
\Sigma_{++}^{(2)}\left(X_{A}, X_{B}\right)=-\mathrm{i} \tilde{U}^{2} \delta\left(X_{A}-X_{B}\right) \delta_{\sigma_{A} \sigma_{B}}\left[G_{++}\left(X_{A}, X_{B}\right)\right]^{3} \\
\Sigma_{--}^{(2)}\left(X_{A}, X_{B}\right)=-\mathrm{i} \tilde{U}^{2} \delta\left(X_{A}-X_{B}\right) \delta_{\sigma_{A} \sigma_{B}}\left[G_{--}\left(X_{A}, X_{B}\right)\right]^{3} \\
\Sigma_{+-}^{(2)}\left(X_{A}, X_{B}\right)=\mathrm{i} \tilde{U}^{2} \delta\left(X_{A}-X_{B}\right) \delta_{\sigma_{A} \sigma_{B}}\left[G_{+-}\left(X_{A}, X_{B}\right)\right]^{3} \\
\Sigma_{-+}^{(2)}\left(X_{A}, X_{B}\right)=\mathrm{i} \tilde{U}^{2} \delta\left(X_{A}-X_{B}\right) \delta_{\sigma_{A} \sigma_{B}}\left[G_{-+}\left(X_{A}, X_{B}\right)\right]^{3} \tag{78}
\end{gather*}
$$

showing that this approximation includes fluctuation damping since the lesser and greater components of the self-energy are nonzero. The full CTP self-energy to order $U^{2}$ is then given by $\Sigma^{(1)}+\Sigma^{(2)}$.

As we have shown in previous sections, the truncation of the loop $(U)$ expansion of $\Gamma_{2}[G]$ does not violate the external gauge invariance of the full 2 PI EA , therefore providing approximate propagator and vertex functions that satisfy the WT hierarchy. We will now discuss, in the context of the 2PI EA description presented in this work, an ad hoc approximation known in non-equilibrium perturbation theory
applied to transport through quantum dots (see $[1,32]$ and references therein) and show why it does not preserve current conservation.

In the language of the 2PI EA formalism, the approximation involves two separate steps. In the first one, the quantum correction $\Gamma_{2}$ is approximated by the two-loop $(\mathrm{O}(U))$ contribution, $\Gamma_{2}^{(1)}$. The $\mathrm{O}\left(U^{2}\right)$ self-energy is calculated self-consistently either from [32] the Hartree $G_{+-}$(lesser correlation) or by requiring $[1,33]$ that the occupation of the central region evaluated with a renormalized $\Sigma^{(1)}$ (but not the Hartree one) equals the one calculated (in the next step) from the propagator dressed with $\Sigma^{(2)}$. In the second step, $\Sigma^{(2)}$ is calculated from equations (78) but with the full propagator $G_{A B}$ replaced by that calculated from $\Sigma^{(1)}$ in the first step. In simpler terms, in this approximation the internal lines in $\Sigma^{(2)}$ are not the full propagator, as they are in the 2PI EA approach, but are either the Hartree or a similarly calculated propagator. It is easy to recognize that such an approach cannot, as it is, produce current-conserving results in general, since it breaks the variational procedure by which the full propagator is obtained from a single (truncated) functional.

The difference between the approximations to the 2PI EA based on a loop truncation and the ad hoc one can be best appreciated by comparing their SD equations. For the truncation to three loops we have

$$
\begin{equation*}
G_{A B}^{-1}=D_{A B}^{-1}+\mathrm{i} \Sigma_{A B}^{(1)}[G]+\mathrm{i} \Sigma_{A B}^{(2)}[G] \tag{79}
\end{equation*}
$$

where we have made explicit that $\Sigma^{(1,2)}$ are functionals of the full CTP propagator $G_{A B}$, given by equations (77) and (78), respectively. For the ad hoc approximation we have instead the following system of self-consistent equations:

$$
\begin{gather*}
g_{A B}^{-1}=D_{A B}^{-1}+\mathrm{i} \Sigma_{A B}^{(1)}[g]+K \\
\tilde{g}_{A B}^{-1}=D_{A B}^{-1}+\mathrm{i} \Sigma_{A B}^{(1)}[g]+\mathrm{i} \Sigma_{A B}^{(2)}[g]  \tag{80}\\
\tilde{g}_{+-}(r, t ; r, t)=g_{+-}(r, t ; r, t)
\end{gather*}
$$

where $\tilde{g}$ is the $\mathrm{O}\left(U^{2}\right)$ propagator in this approximation scheme and $K$ is a source added in the calculation of $g$ to enforce the condition expressed in the third line. This condition corresponds to requiring that the level occupation of the central region calculated from $g$ and from $\tilde{g}$ be equal. Note that if $K=0$ then the $\mathrm{O}(U)$ propagator, $g$, becomes the usual Hartree propagator. The equation of motion for $\tilde{g}$ can be cast in a more familiar form $[1,17]$ using the properties of CTP propagators described in section 5. The result is $\left(1=\left(r_{1}, t_{1}\right)\right)$

$$
\begin{align*}
& \tilde{g}_{+-}(1,2)=\int \mathrm{d} 3 \mathrm{~d} 4 \tilde{g}_{\mathrm{r}}(1,3)\left\{\Sigma_{\phi,+-}(3,4)\right. \\
& \left.\quad+\Sigma_{+-}^{(2)}[g](3,4)\right\} \tilde{g}_{\mathrm{a}}(4,2) \\
& \tilde{g}_{-+}(1,2)=\int \mathrm{d} 3 \mathrm{~d} 4 \tilde{g}_{\mathrm{r}}(1,3)\left\{\Sigma_{\phi,-+}(3,4)\right.  \tag{81}\\
& \left.\quad+\Sigma_{-+}^{(2)}[g](3,4)\right\} \tilde{g}_{\mathrm{a}}(4,2) \\
& \tilde{g}_{\mathrm{r}}(1,2)=g_{\mathrm{r}}(1,2)+\int \mathrm{d} 3 \mathrm{~d} 4 g_{\mathrm{r}}(1,3) \\
& \quad \times \Sigma_{\mathrm{r}}^{(2)}[g](3,4) \tilde{g}_{\mathrm{r}}(4,2)
\end{align*}
$$

where the retarded $\mathrm{O}\left(U^{2}\right)$ self-energy is

$$
\begin{equation*}
\Sigma_{\mathrm{r}}^{(2)}(1,2)=\theta(1,2)\left[\Sigma_{+-}^{(2)}(1,2)-\Sigma_{+-}^{(2)}(1,2)\right] \tag{82}
\end{equation*}
$$

and $\Sigma_{\phi}$ is given in equation (17). Using that the reservoirs are in equilibrium and non-interacting, and that the coupling matrix does not mix CTP branches, i.e. $T_{A B}=\operatorname{diag}(T, T)$, the components of $\Sigma_{\phi}$ in energy-momentum space can be written as

$$
\begin{align*}
& \Sigma_{\phi,+-}(p)=|T|^{2} B_{+-}(p) \\
& \quad=\sum_{j} 2 \pi \mathrm{i}|T|^{2} n(p) \delta\left(p_{0}-p_{j}^{2} / 2\right) \\
& \Sigma_{\phi,-+}(p)=|T|^{2} B_{-+}(p)  \tag{83}\\
& \quad=-\sum_{j} 2 \pi \mathrm{i}|T|^{2}[1-n(p)] \delta\left(p_{0}-p_{j}^{2} / 2\right)
\end{align*}
$$

where $n(p)$ is the Fermi-Dirac function, the momentum index $j$ denotes single-particle energy levels and we have assumed that $T(p)=T$, independent of $p$. We note that the term describing the evolution of initial correlations is absent from equation (81), since we are assuming that the system is in a non-equilibrium stationary (or periodic) state maintained by the external classical field.

The equation of motion for the full propagator $G$ has the same structure as the one for $\tilde{g}$, with the following replacements:

$$
\begin{align*}
\tilde{g}_{+-}, \tilde{g}_{-+}, \tilde{g}_{\mathrm{r}} & \rightarrow G_{+-}, G_{-+}, G_{\mathrm{r}} \\
\Sigma_{+-}^{(2)}[g], \Sigma_{-+}^{(2)}[g], \Sigma_{\mathrm{r}}^{(2)}[g] & \rightarrow \Sigma_{+-}[G], \Sigma_{-+}[G], \Sigma_{\mathrm{r}}[G] \\
g_{\mathrm{r}} & \rightarrow D_{\mathrm{r}} . \tag{84}
\end{align*}
$$

We will now consider the expectation value of the electronic current in the ad hoc approximation discussed so far. As emphasized in section 2, the WT hierarchy given in equation (1) is a direct consequence of the equations of motion satisfied by the exact propagators. This can be shown quite simply by noting that the $(n+1)$-point vertex function $\Lambda_{(n)}^{\mu}$, defined in equation (2), can be rewritten in terms of the operator $D^{\mu}\left(z, z^{\prime}\right)$, defined in equation (5):

$$
\begin{align*}
& \Lambda_{(n)}^{\mu}\left(1 \cdots n, 1^{\prime} \cdots n^{\prime} ; z\right)=-e \mathbf{i}^{(n+1)} \lim _{z^{\prime} \rightarrow z} D^{\mu}\left(z, z^{\prime}\right) \\
& \quad \times G_{(n+1)}\left(1 \cdots n z, 1^{\prime} \cdots n^{\prime} z^{\prime}\right) \tag{85}
\end{align*}
$$

The divergence of $\Lambda_{(n)}^{\mu}$ will therefore be given by the divergence of the operator $D^{\mu}\left(z, z^{\prime}\right)$, which follows immediately from its definition. The result is

$$
\begin{align*}
& \partial_{\mu} \Lambda_{(n)}^{\mu}\left(1 \cdots n, 1^{\prime} \cdots n^{\prime} ; z\right)=\mathrm{i}^{n} e \lim _{z^{\prime} \rightarrow z}\left\{\left[\mathrm{i}\left(\partial_{t_{z}}+\partial_{t_{z^{\prime}}}\right)\right.\right. \\
& \quad+\frac{1}{2}\left(\nabla_{z}^{2}-\nabla_{z^{\prime}}^{2}-A_{i}(z)+A_{i}\left(z^{\prime}\right)\right] G_{(n+1)} \\
& \left.\quad \times\left(1 \cdots z ; 1^{\prime} \cdots z^{\prime}\right)\right\}=\mathrm{i}^{n} e \lim _{z^{\prime} \rightarrow z} \zeta\left(z, z^{\prime}\right) \\
& \quad \times G_{(n+1)}\left(1 \cdots z ; 1^{\prime} \cdots z^{\prime}\right) . \tag{86}
\end{align*}
$$

This equation shows that the divergence of the expectation value of the 4-current $j^{\mu}(z)$, that corresponds to $n=0$, is directly given by the action of the differential operator $\zeta\left(z, z^{\prime}\right)$ acting on $G_{(1)}\left(z, z^{\prime}\right)=G\left(z, z^{\prime}\right)$. Using Heisenberg's
equation of motion for the field operators $\psi, \psi^{\dagger}$ it is easy to show [12,15] that the exact propagator satisfy two differential equations:

$$
\begin{align*}
& {\left[{\mathrm{i} \partial_{t_{z}}}+\nabla_{z}^{2}-A_{i}(z)\right] G\left(z, z^{\prime}\right)=\delta\left(z, z^{\prime}\right)} \\
& \quad-\mathrm{i} \int \mathrm{~d} 1 U(z, 1) G_{2}\left(z 1, z^{\prime} 1^{+}\right)  \tag{87}\\
& {\left[-\mathrm{i} \partial_{t_{z^{\prime}}}+\nabla_{z^{\prime}}^{2}-A_{i}\left(z^{\prime}\right)\right] G\left(z, z^{\prime}\right)=\delta\left(z, z^{\prime}\right)} \\
& \quad-\mathrm{i} \int \mathrm{~d} 1 U\left(1, z^{\prime}\right) G_{2}\left(z 1^{-}, z^{\prime} 1\right)
\end{align*}
$$

that, when subtracted, result in

$$
\begin{equation*}
\lim _{z^{\prime} \rightarrow z} \zeta\left(z, z^{\prime}\right) G\left(1 \cdots z ; 1^{\prime} \cdots z^{\prime}\right)=0 \tag{88}
\end{equation*}
$$

whereby $\partial_{\mu}\left\langle j^{\mu}(z)\right\rangle=0$ in the exact theory.
In an approximate theory, the quantity $-\mathrm{i} U G_{2}$ appearing in equations (87) is replaced by the product $\Sigma G$, and so the conservation of current at the expectation value is not immediately guaranteed. It is well known $[2,14,16,23]$ that $\Phi$-derivable approximations are such that $\partial_{\mu}\left\langle j^{\mu}(z)\right\rangle=0$. As we have shown in previous sections, the approximations to the 2PI EA based on truncations of the loop expansion guarantee not only this condition but the entire WT hierarchy (order by order in the expansion of $G$ with respect to the external driving field).

The approximation defined by equation (80) cannot be derived from a loop-truncated effective action, and hence equation (88) is not expected to hold. To end this section, we will briefly show how large is the divergence of the current expectation value in the ad hoc approximation. From equations (87) we have that, for an approximation based on a truncation of the loop expansion of the 2PI EA, the following identity holds:
$\lim _{z^{\prime} \rightarrow z} \zeta\left(z, z^{\prime}\right) G\left(z, z^{\prime}\right)=\int \mathrm{d} 1\left\{G(z, 1) \Sigma^{(2)}[G](1, z)\right.$

$$
\begin{equation*}
\left.-\Sigma^{(2)}[G](z, 1) G(1, z)\right\}=0 \tag{89}
\end{equation*}
$$

where we note that the Hartree part of the self-energy, $\Sigma^{(1)}[G]$, can be included in the left-hand side of equations (87) as an extra single-particle term, and, being local, its difference vanishes when $z^{\prime} \rightarrow z$. Therefore, in equation (89) we only need to consider $\Sigma^{(2)}$. Putting $G=\tilde{g}+\tilde{G}$ and $\Sigma^{(2)}[G]=$ $\Sigma^{(2)}[g]+\Xi$ in equation (89), and neglecting terms proportional to $\tilde{G}$ and $\Xi$, we immediately obtain

$$
\begin{align*}
& \partial_{\mu}\left\langle\tilde{j}^{\mu}(z)\right\rangle=e \int \mathrm{~d} 1\left\{\tilde{g}(z, 1) \Sigma^{(2)}[g](1, z)\right. \\
& \left.\quad-\Sigma^{(2)}[g](z, 1) \tilde{g}(1, z)\right\} \tag{90}
\end{align*}
$$

where $\tilde{j}$ denotes the current calculated in the ad hoc approximation. Since $\tilde{g}, \Sigma^{(2)}[g] \sim \mathrm{O}\left(U^{2}\right)$, we conclude that the violation of current conservation in the mean is $\mathrm{O}\left(U^{4}\right)$ or higher.

To conclude, we note that the combination of equations (86) and (89) constitutes a useful way of checking that a given approximation is conserving in the mean, and may provide some insight in the search of conserving approximations not based on loop truncations. As we have shown, it also provides a way of calculating an upper bound to the violation of mean current conservation.

## 7. Conclusions

In this work, we have determined the basic requirements that an approximation to a non-equilibrium many-body problem in an open and driven fermionic system must satisfy in order to achieve current conservation beyond the expectation value level. One of the most important results of this work is the close relation found between nonlinear response theory and the Ward-Takahashi hierarchy, necessary for current conservation. This connection, although already known [7-11, 14, 15], was clearly displayed by using the closed-time-path two-particle irreducible coarse-grained effective action to describe the central electrons coupled to ideal reservoirs.

We have shown that the gauge invariance of the 2PI effective action with respect to transformations of the external classical field driving the system automatically implies the WT hierarchy among the propagator and vertex functions calculated from the effective action. More importantly for practical calculations, for every approximation to the 2 PI effective action that results from truncating its loop expansion, the closed-time path propagator (obtained from the SchwingerDyson equation) and the vertex functions (obtained from the Bethe-Salpeter equations) are such that the WT hierarchy holds.

Using a simple example, we have also discussed, in the context of the 2PI effective action formalism, the relation between ad hoc approximations (not obtained from a truncation of the loop expansion) and current conservation. Using a general expression for the divergence of the mean current, we have shown that in the ad hoc approximation considered current conservation at the expectation value level is violated at $\mathrm{O}\left(U^{4}\right)$ or even at higher order.

In summary, we hope to have shown that closed-time-path 2PI effective action techniques are a powerful and systematic method to study the nonlinear response in strongly correlated open systems in weak external fields, in a current conserving way. We also hope to have shown the necessity, within the EA approach, of using loop-truncated approximations to the 2PI EA when going beyond the linear response regime. Our results may be of use in the theoretical study of quantum transport through interacting electronic pumping devices, which are nowadays receiving much attention.

## Acknowledgments

We acknowledge Liliana Arrachea, Carlos Naón, Alfredo Levy Yeyati and Sergio Ulloa for useful discussions. This work has been supported in part by ANPCyT, CONICET and UBA (Argentina).

## References

[1] Arrachea L, Yeyati A L and Martin-Rodero A 2008 Phys. Rev. B 77165326

Fioretto D and Silva A 2008 Phys. Rev. Lett. 100236803
[2] Calzetta E and Hu B-L 2008 Nonequilibrium Quantum Field Theory (Cambridge: Cambridge University Press) and references therein
[3] Calzetta E and Hu B-L 1988 Phys. Rev. D 372878
[4] Calzetta E 2008 arXiv:0810.3239 [hep-ph]
[5] Calzetta E and Hu B-L 1995 Correlations, decoherence, dissipation and noise in quantum field theory Heat Kernel Techniques and Quantum Gravity ed S Fulling (College Station: Texas, A\&M Press)
[6] Calzetta E 2004 Int. J. Theor. Phys. 43767
[7] Dahlen N E and van Leeuwen R 2007 Phys. Rev. Lett. 98153004
[8] Kwong N-H and Bonitz M 2000 Phys. Rev. Lett. 841768
[9] Myöhänen P, Stan A, Stefanucci G and van Leeuwen R 2008 Europhys. Lett. 8467001
[10] Velický B, Kalvová A and Spicka V 2008 Phys. Rev. B 77041201
[11] Thygesen K S and Rubio A 2008 Phys. Rev. B 77115333
[12] Rivier N and Pelka D G 1972 Nuovo Cimento B 71
[13] Revzen M, Toyoda T, Takahashi Y and Khanna F C Phys. Rev. B 40769
[14] Baym G 1962 Phys. Rev. 1271391
[15] Baym G and Kadanoff L P 1961 Phys. Rev. 124287
Kadanoff L and Baym G 1962 Quantum Statistical Mechanics (California: Benjamin)
[16] Luttinger J M and Ward J C 1960 Phys. Rev. 1181417 De Dominicis C and Martin P C 1964 J. Math. Phys. 514 De Dominicis C and Martin P C 1964 J. Math. Phys. 531
[17] Schwinger J 1961 J. Math. Phys. 2407 Keldysh L V 1965 Sov. Phys.—JETP 201018
[18] Chou K-C, Su Z-B, Hao B-L and Yu L 1985 Phys. Rep. 1181
[19] Rammer J 2007 Quantum Field Theory of Non-Equilibrium States (Cambridge: Cambridge University Press)
[20] Kobes R 1992 Phys. Rev. B 453230
[21] Ward J C 1950 Phys. Rev. 78182
Takahashi Y 1957 Nuovo Cimento 6371
[22] Morgenstern Horing N J and Cui H-L 1988 Phys. Rev. B 3810907
[23] Ivanov Y B, Knoll J and Voskresensky D N 1999 Nucl. Phys. A 657413
[24] van Hees H and Knoll J 2002 Phys. Rev. D 66025028
[25] Reinosa U and Serreau J 2008 arXiv:0810.4883 [hep-th] Reinosa U and Serreau J 2007 J. High Energy Phys. 1197
[26] Berges J 2004 Phys. Rev. D 70105010
[27] Carrington M and Kovalchuk E 2007 Phys. Rev. D 76045019
[28] Bando M, Harada M and Kugo T 1994 Prog. Theor. Phys. 91927
[29] Zhang Y and Wang Q 2008 Chin. Phys. Lett. 251227
[30] DeWitt B 1964 Dynamical theory of groups and fields Relativity, Groups and Topology ed C DeWitt and B DeWitt (New York: Gordon and Breach)
[31] Wang E and Heinz U 2002 Phys. Rev. D 66025008
[32] Hershfield S, Davies J H and Wilkins J W 1992 Phys. Rev. B 467046
[33] Yeyati A L, Martin-Rodero A and Flores F 1993 Phys. Rev. Lett. 712991


[^0]:    ${ }^{1}$ Of course, no conflict arises for non-interacting particles, since in that case the lifetime of field excitations is infinite. See [22] for a discussion of secondorder response theory in non-interacting systems.
    ${ }_{2}$ We refer to approaches to solve the problem that still belong to the twoparticle irreducible class. Of course, one could in principle solve the problem of local symmetries (WT identities) by treating the dynamics of higher-order correlations. This would require $n$-particle irreducible effective actions, with $n>2$ (see [4] and [26]). However, we think that the relation between nonlinear response and current conservation is clearly appreciated in the 2PI formalism, which is also technically feasible as compared to $n>2$ effective actions. It remains to investigate the possibility of relating higher-order response functions (and the response of higher-order correlations) to higherorder effective actions in the $n$-particle hierarchy.

[^1]:    ${ }^{3}$ The causality of the response functions is easily proved in the physical representation, and follows directly from the structure of the generating functional of CTP correlation functions.

